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Statisticians are 

• united on the axioms of statistics
(mathematics)

• divided on the meaning of chance
(philosophy)

Probability
Classical and Bayesian
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United on 
Probability Axioms

1. P(a)  0  for all a in domain of P

2. P(t) = 1   if t is a tautology

3. P(a  b) = P(a) + P(b) 
if a, b and ab are all in domain of P 
and if a and b are mutually exclusive

4.   P(h|e) = P(h & e)/P(e)   
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United on 
Bayes Theorems

Bayes version:

P(h|e)  =  P(e|h) P(h)/P(e)

LaPlace version:
P(h|e)= P(h)/[P(h)+P(~h) LR]

LR = Likelihood Ratio = P(e|~h)/P(e|h) 

P(e) = P(e|h)P(h) + P(e|~h)P(~h)
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Probability:
Classical versus Bayesian

Classical probability is objective:

• expresses fundamental laws regarding the 
assignment of objective physical 
probabilities to events in the outcome 
space of stochastic experiments

• independent of our feelings

• a property of the future: not of the past
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Probability:
Classical versus Bayesian

Bayesian probability is epistemic --
based on our context of knowledge

• expresses numeric degrees of uncertainty

• measures our strength of belief

• can be applied to the truth of propositions
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• Classical (Purely objective)
Hypothesis testing with p-values
Confidence that fixed parameter is in a range

• Bayesian strength of belief
No hypothesis testing; no p-values
Probability fixed parameter is in fixed range

Probability:
Classical versus Bayesian
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P(e|h)
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Teaching Bayesian: Yes!
Realistic approach

“…differences of opinion are the norm in 
science and an approach [Bayesian] that 
explicitly recognizes such differences is 
realistic.” [ Statistics: A Bayesian Perspective by Berry]

“The Bayesian approach is the only one 
capable of representing faithfully the basic 
principles of scientific reasoning.”
[Scientific Reasoning by Howson and Urbach]
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Teaching Bayesian: No!
“at best, premature”

“Surveys of the statistical methods actually in use 
suggest that Bayesian techniques are little used.

Bayesians have not yet agreed on standard 
approaches to standard problems settings.

Bayesian reasoning requires a grasp of conditional 
probability, a concept confusing to beginners.

Finally, an emphasis on Bayesian inference might well 
impede the trend toward experience with real data…”

David Moore, 1997
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• Combines classical hypothesis test with 
Bayesian strength of belief. 

• If prior belief about truth of null is 50%, 
P(alternate is false|reject null) = p-value 

• Objectively determines prior strength of 
belief necessary to achieve a 95% 
probability that the alternate is true.

Milo Schield, 1995  ASA JSM

“Bayesian Interpretation of 
Classical Hypothesis Tests”
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Interprets classical confidence as a 
Bayesian strength of belief. 

One should be indifferent in betting on
• whether next ball is red (given 95% chance)

• whether a particular 95% confidence 
interval contains the population parameter

Milo Schield, 1996  ASA JSM

“Bayesian Interpretation 
of Classical Confidence”
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• Students take statistics to help them 
make better decisions.

• Decision making is  Bayesian -- based 
on a strength of belief.

• Elementary statistics should include a 
Bayesian interpretation of classical 
statistical inference.

Conclusion
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• Focus on observational studies

• Focus on confounding factors 

• Emphasize conditional probability

• Clearly identify role of chance:
• Highly unlikely if due to chance”

• highly unlikely to be due to chance”

Milo Schield, 1998 ASA JSM

“Statistical Literacy and 
Evidential Statistics”
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• Simpson’s Paradox: a reversal of an 
association due to a confounding 
factor.

• Objectively determines the minimum 
effect size for a reversal in the three 
variable case.

Milo Schield, 1999 ASA JSM

“Statistical Literacy 
and Simpson’s Paradox”

P(h|e)
P(e|h)

P(e|~h)

12/14/98 Page 15

Elementary Statistics should be split:

• Technical statistics for majors that use 
hypothesis tests (psychology, sociology, 
education, etc.)

• Basic statistics for majors that don’t 
(humanities) and students that don’t (two-
year schools)

Elementary Statistics:
Technical versus Basic 
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• Technical Statistics:  
Statistical inference: sampling distributions, 
confidence intervals and hypothesis tests

• Basic Statistics:  
Reading tables, reading and interpreting 
graphs, and evaluating the results of 
observational studies.

Elementary Statistics: 
Technical versus Basic

P(h|e)
P(e|h)
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• Goal is statistical literacy: critical 
thinking about statistics

• Opportunity to Improve:
Statistical education
Reputation of statistics

• Attract national attention
Demonstrate leadership

Elementary Statistics: 
Benefits of Changes
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Need more research on
• assessment of statistical literacy

• student comprehension/retention

• selection of topics 

• development of teaching materials

• value added for other majors

• difficulty of training faculty

Elementary Statistics: 
(To be continued)
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• US & Canada: 
0 - 10% Pure Bayesian**

10 - 30% Mixed Bayesian**

• UK, Australia, & New Zealand: 
20 - 40% Pure Bayesian**
40 - 60% Mixed Bayesian**
** Estimated

Statistics Faculty
Bayesian: US and UK
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Enrollment in elementary statistics

• 11,000 in 1970

• 20,000 in 1980 -- 6.0% growth/year

• 47,000 in 1990 -- 8.5% growth/year

• 69,000 in 1995 -- 7.7% growth/year

Math program enrollments
Two-year colleges
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Enrollment in elementary statistics**

• 117,000 in 1990

• 164,000 in 1995: 6.8% growth/year
** taught just in math programs

77% of all enrollment in elementary 
statistics is at the 4-year level

Math program enrollments
Four-year colleges
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P(e|h)
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12/14/98 Page 22

Enrollment: 1995 versus 1990

• 25% increase in elementary stats

• 10% decrease in math courses

• 20% decrease in upper-level math

• 26% decrease in upper-level stats

Math program enrollments:
Four-year colleges
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Why are more students taking stats?

• Desire:  Students have a greater interest in 
understanding mathematical concepts such 
as variable, function, slope and correlation.

• Necessity:  More students are required to 
take statistics for their major or graduation.

Math program enrollments:
Statistics
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Statisticians are 

• united on the axioms of statistics
(mathematics)

• divided on the meaning of chance
(philosophy)

Probability
Classical and Bayesian
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United on 
Probability Axioms

1. P(a) ≥ 0  for all a in domain of P

2. P(t) = 1   if t is a tautology

3. P(a ∨ b) = P(a) + P(b) 
if a, b and a∨b are all in domain of P 
and if a and b are mutually exclusive

4.   P(h|e) = P(h & e)/P(e)   

Presenter
Presentation Notes
Accepting these axioms and the resulting theorems does not make one a Bayesian.

All statisticians are agreed on these four axioms and the resulting theorems.
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United on 
Bayes Theorems

Bayes version:
P(h|e)  =  P(e|h) P(h)/P(e)

LaPlace version:
P(h|e)= P(h)/[P(h)+P(~h) LR]

LR = Likelihood Ratio = P(e|~h)/P(e|h) 
P(e) = P(e|h)P(h) + P(e|~h)P(~h)

Presenter
Presentation Notes
This derivation of Bayes Rule was first obtained by Reverend Thomas Bayes.  It was contained in a posthumous publication in the Proceedings of the Royal Statistical Society.  2nd form is due to LaPlace

While the variables h and e could stand for anything, they are most clearly understood in relation to a medical test in which
e stands for the evidence (test is positive or negative).
h stands for a particular hypothesis (subject is disease-free or has the disease) that varies with the subjects.
P(h|e) could be the probability the subject has a disease given a positive test outcome.  
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Probability:
Classical versus Bayesian

Classical probability is objective:
• expresses fundamental laws regarding the 

assignment of objective physical 
probabilities to events in the outcome 
space of stochastic experiments

• independent of our feelings

• a property of the future: not of the past

Presenter
Presentation Notes
The keystone is the Principle of Indifference
Epistemic ignorance  among indiscernible equivalents means equal probabilities of selection��In selecting from among N indistinguishable entities, the probability of selecting any one of them is 1/N. 

Classical probability starts from a position of ignorance:
ignorance that is pure and absolute.

Classical probability starts with variables whose values are members of a multi-valued class.  Thus h must be a variable with 2 or more values which can exist.  
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Probability:
Classical versus Bayesian

Bayesian probability is epistemic --
based on our context of knowledge

• expresses numeric degrees of uncertainty

• measures our strength of belief

• can be applied to the truth of propositions

Presenter
Presentation Notes
Classical statisticians oppose this interpretation:

1.  It undercuts the value of statistics in providing scientists with an objective measure of things. 
2.  It 
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• Classical (Purely objective)
Hypothesis testing with p-values
Confidence that fixed parameter is in a range

• Bayesian strength of belief
No hypothesis testing; no p-values
Probability fixed parameter is in fixed range

Probability:
Classical versus Bayesian

Presenter
Presentation Notes
Classical Authors �Hogg, Tanis, �Freedman, Pisani, Purves, Adhikari,�Moore, McCabe, �Iman, Smith, Cryer, Kitchens, etc.
Bayesian Authors  �Jeffreys, Berry, Lindgren, Zellner, Box and Tiao, Berger, etc.
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Teaching Bayesian: Yes!
Realistic approach

“…differences of opinion are the norm in 
science and an approach [Bayesian] that 
explicitly recognizes such differences is 
realistic.” [ Statistics: A Bayesian Perspective by Berry]

“The Bayesian approach is the only one 
capable of representing faithfully the basic 
principles of scientific reasoning.”
[Scientific Reasoning by Howson and Urbach]

Presenter
Presentation Notes
So, is there much difference with respect of teaching?
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Teaching Bayesian: No!
“at best, premature”

“Surveys of the statistical methods actually in use 
suggest that Bayesian techniques are little used.
Bayesians have not yet agreed on standard 
approaches to standard problems settings.
Bayesian reasoning requires a grasp of conditional 
probability, a concept confusing to beginners.
Finally, an emphasis on Bayesian inference might well 
impede the trend toward experience with real data…”
David Moore, 1997

Presenter
Presentation Notes
I disagree with David Moore 

1988, "Should Mathematicians Teach Statistics?" College Mathematics Journal, 19, 3–7. 

1993, "A Generation of Statistics Education: An Interview With Frederick Mosteller," Journal of Statistics Education, 1. Available at www.state.ncsu.edu/info/jse.
1997a, “Bayes for Beginners? Some Reasons to Hesitate" (with rejoinder), The American Statistician, 51, [www.amstat.org/publications/tas/abstracts/moore.html]
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• Combines classical hypothesis test with 
Bayesian strength of belief. 

• If prior belief about truth of null is 50%, 
P(alternate is false|reject null) = p-value 

• Objectively determines prior strength of 
belief necessary to achieve a 95% 
probability that the alternate is true.

Milo Schield, 1995  ASA JSM

“Bayesian Interpretation of 
Classical Hypothesis Tests”

Presenter
Presentation Notes
Motivation:  Jessica Utts ESP 10 ^- 18.

Presented in Australia (SISC-95), in England (University of Nottingham, DeMontfort University, York), in Scotland (Univ. of Edinburgh) and in Wales (Univ. of Wales, Swansea).

Tony O’Hagan (a leading Bayesian) recommended that others pay close attention to this argument.
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Interprets classical confidence as a 
Bayesian strength of belief. 

One should be indifferent in betting on
• whether next ball is red (given 95% chance)
• whether a particular 95% confidence 

interval contains the population parameter

Milo Schield, 1996  ASA JSM

“Bayesian Interpretation 
of Classical Confidence”

Presenter
Presentation Notes
Asked about the bet at JSM ASA

1 person said “Yes”
9 People said “No”
10 said “Don’t know”
10 didn’t answer.
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• Students take statistics to help them 
make better decisions.

• Decision making is  Bayesian -- based 
on a strength of belief.

• Elementary statistics should include a 
Bayesian interpretation of classical 
statistical inference.

Conclusion

Presenter
Presentation Notes
Presented at ICOTS-5
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• Focus on observational studies
• Focus on confounding factors 
• Emphasize conditional probability
• Clearly identify role of chance:

• Highly unlikely if due to chance”
• highly unlikely to be due to chance”

Milo Schield, 1998 ASA JSM

“Statistical Literacy and 
Evidential Statistics”

Presenter
Presentation Notes
John Bailar, III.
Confounding factors are more important than chance.
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• Simpson’s Paradox: a reversal of an 
association due to a confounding 
factor.

• Objectively determines the minimum 
effect size for a reversal in the three 
variable case.

Milo Schield, 1999 ASA JSM

“Statistical Literacy 
and Simpson’s Paradox”

Presenter
Presentation Notes
Most important concept according to some leading statisticians
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Elementary Statistics should be split:

• Technical statistics for majors that use 
hypothesis tests (psychology, sociology, 
education, etc.)

• Basic statistics for majors that don’t 
(humanities) and students that don’t (two-
year schools)

Elementary Statistics:
Technical versus Basic 

Presenter
Presentation Notes
I am doing this at Augsburg:

MIS 379 for majors in Business, Accounting, MIS  and Economics.�* omits reading tables
* omits reading and interpreting graphs
* includes concept of sampling distribution (empirical)
* includes confidence intervals and hypothesis tests.��GST 200 for majors in humanities.
* includes reading and interpreting graphs.
* omits 
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• Technical Statistics:  
Statistical inference: sampling distributions, 
confidence intervals and hypothesis tests

• Basic Statistics:  
Reading tables, reading and interpreting 
graphs, and evaluating the results of 
observational studies.

Elementary Statistics: 
Technical versus Basic

Presenter
Presentation Notes
I am doing this at Augsburg:
Common: Statistical studies, control, samples, interpreting tables, chance, confounding factors and regression.
MIS 379 for majors in Business, Accounting, MIS  and Economics.�* omits reading tables
* omits reading and interpreting graphs
* includes concept of sampling distribution (empirical)
* includes confidence intervals and hypothesis tests.��GST 200 for majors in humanities.
* includes reading and interpreting graphs.
* omits 
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• Goal is statistical literacy: critical 
thinking about statistics

• Opportunity to Improve:
Statistical education
Reputation of statistics

• Attract national attention
Demonstrate leadership

Elementary Statistics: 
Benefits of Changes

Presenter
Presentation Notes
The profession needs leadership in the area of statistical education

UNI could provide that leadership by deciding to pilot this kind of course.  
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Need more research on
• assessment of statistical literacy
• student comprehension/retention
• selection of topics 
• development of teaching materials
• value added for other majors
• difficulty of training faculty

Elementary Statistics: 
(To be continued)

Presenter
Presentation Notes
Much more is needed!
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• US & Canada: 
0 - 10% Pure Bayesian**

10 - 30% Mixed Bayesian**

• UK, Australia, & New Zealand: 
20 - 40% Pure Bayesian**
40 - 60% Mixed Bayesian**
** Estimated

Statistics Faculty
Bayesian: US and UK

Presenter
Presentation Notes
Pure Bayesian �Donald Berry, “Statistics: A Bayesian�      Perspective”
Mixed Bayesian  �James Berger “Statistical Decision Theory �     and Bayesian Analysis”
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Enrollment in elementary statistics

• 11,000 in 1970
• 20,000 in 1980 -- 6.0% growth/year
• 47,000 in 1990 -- 8.5% growth/year
• 69,000 in 1995 -- 7.7% growth/year

Math program enrollments
Two-year colleges

Presenter
Presentation Notes
46% of all students in math are at two-year schools

53% of enrollment in math at all schools is remedial: �   High School algebra

Calculus versus statistics at 2-year schools
For every 100 students who began a calculus sequence, 
there were 95 who enrolled in introductory statistics
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Enrollment in elementary statistics**
• 117,000 in 1990
• 164,000 in 1995: 6.8% growth/year

** taught just in math programs

77% of all enrollment in elementary 
statistics is at the 4-year level

Math program enrollments
Four-year colleges
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Enrollment: 1995 versus 1990
• 25% increase in elementary stats

• 10% decrease in math courses
• 20% decrease in upper-level math
• 26% decrease in upper-level stats

Math program enrollments:
Four-year colleges
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Why are more students taking stats?

• Desire:  Students have a greater interest in 
understanding mathematical concepts such 
as variable, function, slope and correlation.

• Necessity:  More students are required to 
take statistics for their major or graduation.

Math program enrollments:
Statistics
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