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Abstract:  This paper claims (1) that the introductory statistics course is essentially the 
same in content as it was 50 years ago, (2) that statistical education has ignored many – if 
not most – of the content changes proposed by leaders in statistical education, and (3) that 
the introductory statistics course is essentially a math-stat (research-methods) course.  
One explanation is that statistics education is being steadfast in upholding random varia-
tion as the central idea and ultimate goal of the introductory course.  Examples of how 
context (confounding, assumptions and bias) can influence statistical significance are 
shown using confidence intervals as a test of statistical significance.  Statistics educators 
seem unwilling to adopt this into introductory statistics.  An alternate explanation is that 
statistics educators want the introductory course to be maintained as a research methods 
course dedicated to upholding the purity and rigor of deductive mathematics. If so, then 
any attempt to introduce context may require that statistical educators actively support a 
separate course in statistical literacy.  
 
Keywords  Statistical literacy, context. 
 
 

Introduction 
Consider three claims: 
1. The introductory statistics course is essentially the same – in content – as it was 50 

years ago. 
2. Statistical education has ignored many – if not most – of the content changes pro-

posed by leaders in statistical education. 
3. The introductory statistics course is essentially a math-stat (research methods) course.  
 
After giving support for these claims, consider these two questions: 
If these claims are true,  

1. Why hasn’t statistics education adopted changes recommended by its leaders? 
2. What does this lack of change mean for the future of statistical education? 

1. Statistics education hasn’t changed 

Claim #1: Statistics education hasn’t changed essentially – in content – in the past 50 
years.  As evidence, consider the table of contents for two older statistics textbooks.  
 
1958: Statistics in Psychology (5th) Garrett and Woodworth:  

PART I: DESCRIPTIVE STATISTICS (1) The Frequency Distribution;  (2) Meas-
ures of Central Tendency; (3) Measures of Variability; (4) Cumulative Distributions, 
Graphic Methods and Percentiles; (5) The Normal Distribution; Meaning and Impor-
tance of; and (6) Linear Correlation 
 
PART II: INFERENCE AND PREDICTION: (7) Regression and Prediction; (8) The 
Significance of the Mean and of Other Statistics; (9) The Significance of Difference 
between Means & other stats; and (10) Testing Experimental Hypotheses 
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1966: Elementary Statistics, 2nd ed.  Paul Hoel: 

1  Nature of Statistical Methods 

2  Description of Sample Data 

3  Probability 

4  Frequency Distributions 

5  Sampling 
6  Estimation 
7  Testing Hypotheses 

8  Correlation 
9  Regression 

 
Most statistical educators today should be quite comfortable teaching from either of these 
textbooks.  This lack of change provides support for the first claim that statistical educa-
tion hasn’t changed fundamentally in content in the past 50 years.  

2. Statistics education has ignored calls for change 

Claim #2:  Statistics education has ignored content-change proposals made by leading 
statistical educators.  Consider the following calls for change that have been ignored: 

 Wallis and Roberts (1956): “Avoidance of mathematics is not … merely a necessity 
in introductory statistics; it is, we feel, a real virtue.  Elementary statistics courses 
that draw freely on … first year college mathematics unavoidably teach mathematics 
at the expense of statistics, or sometimes fail to teach either  The great ideas of statis-
tics are lost in sea of algebra” (p. viii).  “far reaching as have been the consequences 
of the t distribution for technical statistics, in elementary applications it does not dif-
fer enough from the normal distribution and does not introduce enough of a new 
principle, to justify giving beginners this added complexity in lieu of some other 
topic.”   (p. x).  

 Selvin (1970):  Disallow hypothesis tests in observational studies. 

 Ehrenberg (1976): “Statistics courses are largely irrelevant: not just boring or techni-
cally difficult, but irrelevant.” 

 Haack (1979):  Only show the test for proportions. 

 Cryer and Miller (1992):  Drop hypothesis tests entirely. 

 Harlow, Mulaik & Steiger (1997):  Show effect sizes 
 

Consider a call for change by David Moore (1997): a leader in statistical education. 

Eight Big Ideas [re-arranged] and a definition:  
1. Data beat anecdotes;  
2. Association is not causation 
3. Importance of study design  
4. Omnipresence of variation  
5. Conclusions are uncertain 

6. Observation versus experiment  
7. Beware the lurking variable [confounding] 
8. Is this the right question? [definitions] 
Statistical literacy: what every educated person 

should know. 
 
Statistical educators are united in upholding the first five as big ideas that should be 
taught.  They are conspicuously silent on upholding the last three; they are silent on 
whether statistical literacy should be defined by the needs of a particular group of people.   
 
As further evidence, note that Moore’s own textbooks have few instances of idea #8:  “Is 
this the right question?”  Only one instance of this was found in Moore and Notz (2009 p. 
460) where the text asks this question:  
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“Who is a smoker?   When estimating a proportion p, be sure you know what counts 
as a “success.”  The news says that 20% of adolescents smoke.  Shocking.  It turns 
out that this is the percentage who smoked at least once in the past month.  If we say 
that a smoker is someone who smoked in at least 20 of the past 30 days and smoked 
at least half a pack on those days, fewer than 4% of adolescents qualify.” 

 
In her response to David Moore’s call for change, Anne Hawkins, then President of the 
RSS Centre for Statistical Education, issued her own call for change (Hawkins 1997a):   

 I would argue in favour of 'Statistical Literacy for All', that emphasises under-
standing over facts and tools..." "Statistics for All, in the absence of literacy, is 
worthless." "Statistical Literacy for All must be the bread on which some may 
spread butter, jam, or even caviar. 

 Sadly, some of our current practices do not suggest that we really want to do this 
[statistical literacy for all], nor do they always present the synergy of skills, 
knowledge and understanding that represent the real and adaptable natures of sta-
tistics. 

In a paper, “the first R for Reasoning, Hawkins (1997b) argued 
 "Let us assume that what we want to achieve is "statistical literacy" for all, and 

"statistical literacy plus" for some."   "If there is no guarantee that more and more 
"plus" necessarily turns into statistical literacy, it is time for us to stop hitting our 
heads against a brick wall, and to engage in more radical rethinking about our 
approach to statistical education. Statistical education has evolved to where it is 
at present, but there is a case for saying that this is not the right starting point for 
where it should be going in the future."  "The really big research question that 
faces us, though, is how to produce statistically literate citizens." 

 
When a past-President of the RSS Centre for Statistical Education and a past-President of 
the American Statistical Association (the author of the most widely-read introductory-
statistics textbook) are united in calling for more emphasis on statistical literacy the con-
tinuing lack of response by statistical educators calls for an explanation.    
 
Wainer (2002) introduced a new graphical technique for taking into account the influence 
of a binary confounder.  This technique was developed by Arjun Tan in 1980.  See Tan 
(2012), Wainer’s presentation was anticipated by Lesser (2001) and promoted by Schield 
(2004a, b, c and 2006).   This is arguably the biggest breakthrough in statistical education 
since the introduction of personal computers and statistical calculators for it allowed 
teachers to demonstrate the influence of a confounder on a statistic, on a statistical asso-
ciation and on statistical significance – with minimal mathematics.  Previously students 
had to complete a second course and deal with the many assumptions underlying least-
squares regression before they could be shown how taking into account a related factor 
could influence a statistic.  By his choice of title, “Making Simpson’s Paradox clear to 
the masses,” Wainer clearly recognized the value of this graphical technique. Once again, 
with few exceptions (Schield and Kaplan, 2011), statistical educators were steadfast in 
their silence on this new tool. 
 
Consider a recent over-arching call for change by Joel Best (2001, 2002).   Statistical 
educators should teach that: 

1. Every statistic is socially constructed in the most operational sense of that term. 
2. The social construction of statistics does not imply malevolence, negligence or 

even opportunism. 
3. The social construction of statistics goes beyond chance, bias and confounding. 
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4. Seeing all statistics as socially constructed is essential for statistical literacy. 
Note: Some of Best’s concerns parallel those of Moore’s “Is this the right question?” 
 
The ASA (2012) GAISE college report mentioned statistical literacy, but was silent on 
whether it included any of the changes presented previously.  

3. Introductory statistics is typically a math-stat course 

Claim #3: Introductory statistics is essentially a math-stat (research methods) course.  
Two arguments are advanced to support this claim.   
 
One argument notes the slavish adherence to mathematical rigor and exactitude by statis-
tical educators.  Is this mathematical need for exactitude one reason why statistical educa-
tors have not followed the advice of Wallis and Robert (1956) to stop teaching the t-test?  
Is this one reason why most (~70%) statistical educators don’t teach statistical signifi-
cance using confidence intervals?  See the survey in Appendix A.  Do statistical educa-
tors view a concept-based-course as being “stat-lite”:  something beneath the stature of a 
real statistician?  Is this why they avoid supporting the use of a simple graphical tech-
nique to show how to take into account the influence of a binary confounder on the rela-
tionship between a binary predictor and a binary or quantitative outcome?  
 
A second argument involves questioning the most essential idea in introductory statistics.  
Let’s start with mathematics and math-stats.   Mathematics studies quantitative patterns 
and structure.  Mathematical statistics studies quantitative variability (with a strong focus 
on random variability).  Figure 1 illustrates how introductory statistics might be viewed 
as being between a math-stats course and a statistics-in-context course.  
 
Figure 1: Math-Stats, Intro-stats and Statistics-in-Context 

 

Statistics should study variability in context.  Statistics (the study of variability in con-
text) is as least as far from Math-stats as math-stats is from pure mathematics.  Many may 
disagree noting that introductory statistics is typically algebra-based with minimal focus 
on proofs while math-stats is typically calculus based with a stronger focus on proofs.    
They note that introductory statistics includes: 

 how outliers can influence the mean much more than the median,  
 how quantitative data may be transformed to yield a more desirable property, 
 how the choice of the mean versus the median influences our summary of data,  
 how error or bias can influence the data obtained, and  
 how the choice of what to include in a regression influences the model.  

 
In reply, the last item (regression) is often ignored in introductory statistics.  If regression 
is included in introductory statistics, it usually involves just two variables whereas three 
are needed to demonstrate the influence of context.   
 
Even if one accepts that introductory statistics typically covers all these topics (except the 
last), this doesn’t justify the claim that introductory statistics focuses adequately on vari-
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ability in context so that introductory statistics is further from math stats than from statis-
tics in context. What is the gap between introductory statistics and statistics in context?  
 
Consider this single question: Have you EVER seen an introductory statistics text book 
that showed how statistical significance could be influenced by what was – and was not – 
taken into account, how statistical significance could be influenced by how things were 
counted or measured, and how statistical significance could be influenced by bias?   
 
If you have never seen any introductory statistics textbook that showed how these sources 
of variability can influence statistical significance, then it seems that the conclusion 
stands: introductory statistics (research methods) is closer to math-stats than to statistics 
in context.   
 
Students completing an introductory statistics course are never shown how any of these 
influences on a statistic affects statistical significance.  If students leave introductory sta-
tistics thinking that the presence or lack of statistical significance is a “fact” much like 
whether an integer is even or odd, are they in error?  They have never been shown a 
situation in which statistical significance was influenced by anything aside from the sam-
ple size and variability in random sampling or random assignment.   
 
To repeat: introductory statistics courses ignore “Context”: the fact that statistics are dif-
ferent from numbers.   Statistics are based on something in reality; numbers are Platonic 
abstractions.  In broadest terms, ‘Context’ includes all the influences on a statistic.  These 
can be grouped into three categories:  

• context: what is taken into account (controlled for) and what is not (confounding) 
• assembly/assumptions: how groups are defined and how quantities are measured  
• error/bias: how a statistic can be influenced by a subject’s motives (subject bias), 

by the means or criteria of measuring or counting (measurement bias) and by the 
way in which a population of interest was sampled (sampling bias).  

 
Note that ‘context’ is being used in two ways: as the overall group (all influences on the 
size of a statistic) and as a member of that group (those influences that were taken into 
account and those that could have been taken into account but were not).  This two-level 
usage of ‘context’ is similar to how we use “man”: ‘Man’ is used to indicate human (men 
and women) and to indicate the male within the group of humans.   

4. Statistics education: Steadfast or Stubborn 

So is statistical education being steadfast or stubborn in resisting calls for change?  It cer-
tainly depends on what is essential to introductory statistics.  What are the most important 
topics in introductory statistics?   McKenzie (2004) surveyed statistical educators.  The 
following data involves two questions: 

1. What are the core concepts in introductory statistics?  See column 2 
2. What are the top three core concepts in introductory statistics?  See column 3. 

Here is data for the most common answers shown as a Percentage of all respondents.   
Obviously multiple answers are permitted for both questions.  
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Table 1: Core Concepts in Introductory Statistics 
Topics/Concepts Core Concept Top 3 Importance 
Variability 96% 75% 
Association-causation 82% 31% 
Randomness & statistical significance 77% 14% 
Data, experiment-observational study 75% 14% 
Sampling distribution 71% 24% 
Hypothesis tests: Critical value, p-value, power 64% 25% 
Confidence Interval 63% 22% 
Random sample 63% 12% 
 
In both cases, variability (variation) was the highest-ranking core concept.  Figure 2 illus-
trates the topics covered in introductory statistics now – and how they would need to be if 
context were fully included.  
 
Figure 2: Topics Covered in Introductory Statistics 

Variation

Random Systematic
Error/BiasBinomial Dist

Sampling Dist.
Central Limit

Conf. Intervals
Hyp. Tests               

Introductory Statistics: Now     Introductory Statistics: How it would be 
 
If introductory statistics were to focus on variation in context, it would look more like the 
right side of Figure 2.  This may seem like a small change and one that statistical educa-
tors might readily embrace.   
 

5. The most important idea in introductory statistics (Part 1) 

Hypothesis #1:  Variation is not the most important concept in statistical education – but 
it is the genus of that concept.  Random variation is the core idea.  This may explain 
why statistical educators may have responded as they did to the above survey.  They may 
not have seen how the study of confounding could be tied in with statistical significance.  
This may also explain why statistical education has rejected so many calls for change.  
Statistical education may appear stubborn, but perhaps it is being steadfast in upholding 
random variation as the central idea and ultimate goal of the introductory course. 
 
As another piece of evidence, note that ‘confounding’ was not even an option in 
McKenzie’s survey.  Yet Tintle et al (2013) claimed that “confounding and variation are 
the two substantial hindrances to drawing conclusions from data – and the two major 
themes of statistical analysis.”  How can ‘confounding’ be absent on McKenzie’s survey 
of key concepts and yet be named as one of the two major themes of statistical analysis?  
This ambivalence reflects a very deep underlying tension in statistical education. 
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If hypothesis #1 is true, then to be successful in changing introductory statistics, any pro-
posed change should uphold random variation and statistical significance as the core 
ideas – the crown jewels – of statistics education.   

6. Adding Context to Introductory Statistics 

To present statistics as numbers in context, the introductory statistics course would have 
to be enhanced with a greater focus on a big idea: context may influence the size of a sta-
tistic, the size of a statistical association, or the statistical-significance of an association.  
To repeat, these additional sources of influence can be classified into three groups: 

 context (what is controlled for; confounding),  
 assumptions or assembly (definitions of groups and measures) and  
 error or bias 

Adding systematic sources of variation to introductory statistics may have big benefits:  
 improve student retention of key ideas,  
 improve student attitudes on the value of studying statistics, 
 uphold context – not variability – as the essential difference between statistics 

and mathematics.  
 
Figure 3 shows how topics could be organized so statistical education could maintain 
random variation as the central idea. 

Figure 3: Presenting sources of variation in introductory statistics. 

Variation

RandomError
Bias

Control 
for

ConfoundingAssumptions  

Introductory statistics could be extended to study all sources of variation: assumptions, 
confounding and bias. In each case, introductory statistics should show how each source 
of variation can influence statistical significance.  Here context is broken into two parts: 
those items already controlled for by comparisons, study design and models, and those 
related factors that were not controlled for (confounders).  
 
There are two distinct ways of introducing context into an introductory course.  Both 
ways would start by taking into account the influence of related factors: confounders, 
changes in definitions or measures, and the influence of various kinds of bias.  They two 
approaches differ in how they test to see if the resulting change or difference is statisti-
cally-significant.  

1. One way is to simply use the statistical tests presented in introductory statistics to 
see if the difference is statistically significant.   

2. The second embraces the use of confidence intervals to determine statistical sig-
nificance.  Non-overlapping 95% confidence intervals would be sufficient for 
statistical significance.   

 
The second approach (overlapping confidence intervals) is problematic for two reasons.   

1. The overlap misconception:  Kalinowski (2013) noted that “38% of medical re-
searchers, 31% of behavioral neuroscientists and 25% of research psychologists 
believed that a statistically significant result corresponds to the 95% confidence 
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intervals just touching.  When the [95% confidence] intervals are just touching, 
the corresponding p value is actually .01.”   

2. The use of confidence intervals obscures the importance of power. 
 
Once again there is a tension between mathematical rigor and quick comprehension. 
 
Schield (2004a, b, c and 2006) shows how the second method can be used to demonstrate 
the impact of a binary confounder on statistical significance using confidence intervals.  
Appendices B and C show how assembly (assumptions) and bias can influence statistical 
significance using confidence intervals. .  

7. Concerns 

Pearl et al (2012) noted that “As the field and practice of statistics has changed, it has 
become more difficult to provide an agreed upon list of specific topics or procedures that 
all students should learn.”  This is a most important development in statistical education.  
It may reflect a willingness to rise above a math-stats research-methods approach to in-
troductory statistics.  It may also reflect an unwillingness to abandon the security of an 
introductory course that is grounded in rigorous and challenging mathematics with de-
ductive certainty.  
 
Schield (2004b) spoke to an invited group of international statistical educators hosted by 
the IASE in Lund, Sweden. Schield presented a graphical technique showing the influ-
ence of a binary confounder on the association between a binary predictor and a ratio 
outcome.  He also used this graphical technique – along with the associated confidence 
intervals – to show how controlling for a confounder could influence statistical signifi-
cance.  After his presentation, he surveyed the audience on two questions:  

Q1. Should students be shown that statistical significance can be influenced by a con-
founder?   
Responses: Strongly agree (8), agree (7), neutral/indifferent (1), disagree (0). 

Q2. Should introductory statistics teach students more about confounding even if that 
means less time for statistical significance?    
Responses: Strongly agree (0), agree (7), neutral (4), disagree (5).  

You can see the shift in answers from the same group of people.  If focusing more on 
context means less focus on statistical significance then that was a big problem. 

Schield (2013) piloted a draft of this paper with a small group of statistical educators.  
They were shown how statistical significance could be influenced by confounding, by 
bias and by assumptions or assembly.  They were shown these simple ways of presenting 
these influences on statistical significance to students.  Attendees were generally reluctant 
to adopt these changes into their classes.  When asked why, one leader in statistical edu-
cation said “When students see how easily statistical significance is influenced by other 
factors, this may bring our discipline into disrepute.”   

This unwillingness to teach students about the possible influence of confounders on sta-
tistical significance may reflect stubbornness among statistical educators.  Today’s lead-
ers in statistical education (Tintle et al, 2013) have called for change in the second course 
with the primary focus on confounding and variation.  If this call to focus on confounding 
in the second course is not carried over into the first course, then statistical educators may 
be viewed as being steadfast to a math-stats approach to introductory statistics while 
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stubbornly resisting any effort to add relevant context that opens the door to inductive 
reasoning.  

8. The most important idea in introductory statistics (Part 2) 

Rather than argue that statistical educators are unwilling to introduce context into intro-
ductory statistics courses, consider another possibility.  Most statistical educators are 
well-trained in mathematics.  As statisticians, they know that in practice much of statisti-
cal analysis will involve incomplete data, mislabeled variables, miscoded values, models 
that don’t quite fit, etc.  These matters are usually addressed in the second course in mod-
eling.  But they are grounded in the mathematical theory underlying statistical inference.  

Hypothesis #2:  Perhaps statistical educators are proud to offer the introductory course as 
the closest to a math-stats course that can be done without calculus, without proofs and 
without much depth in the theory of probability.   Introductory statistics may be a way 
that statistical educators pay homage to the power and beauty of mathematics – uninhibi-
ted by most matters of context.   

In this world of forms and relationships, some differences don’t really matter.  Thus, 
whether data is obtained from an experiment or an observational study has no effect on 
how to model the data or on whether a given difference is statistically-significant.  Using 
correlation as evidence for causation does not arise because causation is not a mathemati-
cally-accessible topic.  We simply say association is not causation. 

Certainly there is a possible benefit to showing students in quantitative majors the stark 
beauty, the deductive power and the certainty of higher-level mathematics.  In such a 
course, we can focus on demonstrating the central limit theorem – instead of proving it.  

The survey results reported in Appendix A support this hypothesis.  Less than a fifth of 
statistical educators surveyed have ever showed how statistical significance could be in-
fluenced by other factors.   

If this allegiance to pure mathematics were central to the design of introductory statistics, 
then most of the resistance to change by statistical educators is no longer a case of being 
stubborn – it is a case of being steadfast.  Statistical educators would be justified in resist-
ing attempts to introduce the influence of confounding, or assumptions and of bias into 
the introductory course since it is intended to be a research methods course.  

9. Conclusion 

If statistical educators want to introduce context and confounding into the first statistics 
course, they face a choice: 

1. Back off on upholding introductory statistics as a research methods course.  We 
already talk about subject bias and research bias: two topics that don’t really be-
long in a math-stats course.  Spend less time or showing how the central limit 
theorem is obtained; spend more time showing how statistical significance is in-
fluenced by related factors.  

2. Support offering a separate statistical literacy course that shows how context can 
influence the size of a statistic, the size of an association, or the statistical signifi-
cance of an association.   Rossman (2007) has noted that “This [the GAISE 
Guidelines] is a great list of goals; These goals are hard to attain – and under-
stand ‘why’; You simply can’t achieve these goals in one course if you also teach 
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a long list of methods.  Most students would be better served by a Stat 100 course 
than a Stat 101 course.”   

Statistical educators should decide how to include the influence of related factors – such 
as confounding – in an introductory course. Simply ignoring the influence of context is a 
disservice to our discipline: a discipline in which context distinguishes us from pure 
mathematics. If statistical educators want to preserve Stat 101 as a research methods 
course, then they may need to support a Stat 100 course in statistical literacy.   
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APPENDIX A: Statistical Educator Survey 
 
The following data was obtained by a show of hands from the 50 attendees at the Statisti-
cal Literacy 2013 session at the 2013 ASA Joint Statistical Meeting. 
 
Have you EVER taught a traditional intro stats course where you SKIPPED OVER the 
following?  

1. the difference between experiment & observation study  ~10% 
2. how random assignment controls for confounders     ~20% 
3. the T-test: one or two population         5/50 

 
Have you EVER taught a traditional intro stats course where you SHOWED that Statisti-
cal Significance … 

5. can be tested using confidence intervals      ~30% 
6. can be changed by controlling for a confounder    8/50 
7. can be changed by the presence of bias      7/50 
8. can be changed by re-defining a group or measure   4/50 

 

APPENDIX B: Influence of Bias on Statistical Significance 

Normally bias cannot be measured – or even detected.  But, suppose it could be.   

Example #1:  Suppose that men and women are asked about their income and men aver-
aged $11,000 more than women.  For the sample size suppose that $5,000 was the 95% 
margin of error.  Thus the stated difference in incomes would be statistically significant.  

Figure 4: Subject bias and statistical significance 

 

But suppose that the men in this survey were more likely to overstate their income than 
were women.  Suppose the bottom row shows the actual results in fact.  Now the $2,000 
difference is no longer statistically significant.   

Result: In this case, subject bias created a statistically-significant difference that was spu-
rious.  

 

Example #2: Suppose that among the survey responders, men and women reported a 
$2,000 difference in their income.  If the 95% margin of error were $3,000, then the re-
ported difference would not be statistically-significant. 

Figure 5: Sampling bias and statistical significance 
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But suppose that those who were rich were much less likely to respond to surveys than 
those who were not – and those who were rich were more likely to be men.  Suppose the 
bottom row contained the data from the entire population.  In this case, the $7,000 differ-
ence between men and women would be statistically-significant.   

Result: In this case sampling bias made a statistically-significant difference appear as 
though it were statistically-insignificant.  

APPENDIX C: Influence of Assembly/Assumptions on Statistical Significance 

Mathematicians and statisticians are the first to agree that the choice of the assumptions 
and definitions can readily determine the outcome.   Consider how this choice of how to 
assemble subjects into groups or how to measure quantities can influence statistical sig-
nificance. 

Example #1: Suppose that bullying is defined as the use or threat of physical force.  Us-
ing this definition, boys are 30 percentage points more likely to bully than are girls.  If 
the 95% margin of error is 5 points, then this difference is statistically-significant.  

Figure 6: Defining measures and statistical significance 

 

Now suppose that bullying is redefined to include social ostracism, name calling and 
teasing.  Now girls are almost as likely as boys to bully and the difference in bullying 
prevalence between boys and girls is no longer statistically-significant.   

Result: In this case changing the definitions transformed a statistically-significant differ-
ence into one that was not statistically-significant. 

 

Example #2: Suppose that men and women are surveyed on their attitude toward fishing 
using three categories: dislike, neutral and like.  The 95% margin of error is 6 points.  

The three categories are summarized into two groups.  In the first case, ‘like’ excludes 
‘neutral’.  The 10 point male-female difference is not statistically-significant.   

Figure 7: Defining groups and statistical significance 

 

But, in the second case, all those who did not choose ‘dislike’ are considered to be in 
‘like’.  Now the 20 point male-female difference is statistically-significant.  

Result: In this case, changing the process by how groups are constructed from sub-groups 
transformed a statistically-insignificant difference into one that is statistically-significant.  
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